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Abstract. Many museums are interested in addressing the presence of problem-
atic terminology in their catalogue data but are uncertain of what they should 
look for and what do to when a problematic term is encountered. There is an 
opportunity to address the lack of guidance and scarcity of resources available 
for museums looking to engage with this work through the use of linked open 
data in order to create a knowledge graph that links together machine-readable 
versions of terminology guidance from multiple sources and then further con-
nects them to additional lexicographical resources. The resulting knowledge 
graph can then be leveraged to support critical cataloguing tasks—namely con-
firming a term as problematic in a given context and making a decision of how 
to proceed—by providing cataloguers with the information they need to perform 
their work. This approach seeks to meet the needs of museum professionals to 
have access to domain best practice while allowing for localization of recommen-
dations. This research seeks to understand what kinds of language museums are 
concerned with, how museums are thinking about what makes a term problem-
atic, what possible reparative actions museums feel are appropriate given differ-
ent contexts, and what kinds of information museum professionals look for to 
make a decision about which action to take. This work is taking place as part of 
a Collaborative Doctoral Partnership studentship co-supervised by the University 
of Oxford and the Victoria and Albert Museum, and as such the Victoria and 
Albert Museum serves as the case study for the exploration of this research area. 
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1 Introduction and Motivation 

The Victoria and Albert Museum (V&A) first opened its doors to the public as the 
South Kensington Museum in 1857 and today contains an extraordinarily diverse col-
lection of close to 1.7 million works of art and design objects. Just as diverse as the 
objects are the catalogue records that accompany them: this catalogue data contains 
evidence of the colonial history of the museum and of the relationship between Britain 
and the areas of the world in which Britain had colonial or proto-colonial interests, as 
objects from these parts of the world make up a significant portion of the museum’s 
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collection. This evidence can appear in various forms, including the presence of “prob-
lematic terminology”: harmful and offensive language, colonial naming practices, eu-
phemisms, clichés, and more. This issue is not unique to the V&A, and the museum 
field as a whole is wrestling with how to best address the problematics in their data. 

One of the challenges for museums in addressing problematic terminology in cata-
logue data, also called critical cataloguing, is in determining where to begin: many mu-
seums may be interested in addressing issues in their data but are uncertain of what they 
should look for and what do to when a problematic term is encountered. The lack of 
guidance and scarcity of resources available for museums looking to engage with this 
work is well known [1–3]. There is an opportunity to address this through the use of 
linked open data (LOD): museum professionals can benefit from having a structured 
resource that makes clear how different terms are understood by different institutions, 
and how different museums are approaching critical cataloguing work. The use of LOD 
will enable the creation of a knowledge graph that can link together machine-readable 
versions of terminology guidance from multiple sources and then further connects them 
to additional lexicographical resources. The development of this resource will contrib-
ute to the understanding of how museums are thinking about what makes a term prob-
lematic and what reparative actions are possible given different contexts, as well as 
supporting museum workers engaged in this work by addressing the need to develop 
sector-wide guidance and support cross-institutional knowledge exchange.  

2 Related Work 

2.1 Addressing Problematic Terminology in Museum Catalogue Data 

The Museums Association Decolonization Working Group produced a decolonization 
support guide in 2021, two pages of which are dedicated to collections cataloguing [3]. 
Resources aimed at the museum community have also been developed by individual 
people and institutions; for example, [4] includes a glossary of problematic terminology 
and suggestions for what other museums could do when encountering the terms in their 
own catalogue data. In the UK, [5] published a set of recommendations for conducting 
critical cataloguing work and [6] produced a guide for critical cataloguing in archives 
building on those recommendations. There is also now [7], a collaborative resource 
intended to “promote cross-institutional collaboration on inclusive description issues” 
[1]. Although these resources started locally, they respond to a field-wide need and seek 
to contribute to a collective effort.  

Individual institutions are working to put these guidelines into action, and museums 
are forming internal terminology and cataloguing review groups to audit and remediate 
their catalogue data. Auditing involves reviewing catalogue data for instances of harm-
ful language, such as specific words, or for colonial, dehumanizing, or otherwise prob-
lematic framings. Once problematic terminology has been identified it can be addressed 
in a number of ways; there is no single rule that would be appropriate in all cases and 
it is essential to take the context and purpose of the work into consideration [2, 8]. When 
documented locally, these lists of problematic terms and suggested reparative actions 
become terminology guidance documents for the use of cataloguers within a museum.  
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2.2 Ontologies for Addressing Problematic Terminology in Cultural Heritage 

While numerous lists of offensive, sensitive, and problematic terminology exist, the 
most relevant related work is in ontologies for the representation of terminology and 
cultural heritage data. This is because the focus of this project is not producing a list of 
problematic language, but on enabling both an understanding of what “problematic ter-
minology’ means in the context of cultural heritage data, and facilitating cross-institu-
tional sharing of information on terms and suggested reparative actions. Therefore, the 
focus of this work is not on the terms themselves, but instead on how they are framed 
and considered by cultural heritage institutions, as evidenced by the structure and con-
tents of terminology guidance documents. The most relevant existing ontologies are: 

─ CIDOC Conceptual Reference Model (CIDOC CRM): an ontology for the represen-
tation of cultural heritage data [9]. It is a stable standard widely used in the cultural 
heritage community and has been an ISO standard since 2006 (and updated in 2023).  

─ Ontology Lexicon (OntoLex): an ontology for the representation of linguistic data, 
namely lexica and dictionaries. It is a stable standard, and the most widely used 
model for publishing these linguistic resources as linked open data [10].  

─ Simple Knowledge Organization Schema (SKOS): an ontology for the representa-
tion of thesauri and terminology lists. It is a stable standard and is widely used for 
publishing controlled vocabularies as linked open data. It has been used to create 
LOD critical cataloguing vocabulary resources such as Homosaurus [11]. 

─ Cultural Contexts Concept Scheme for Contentious Terminology  (CULCO): an on-
tology developed in 2022 as part of the “Culturally Aware AI” project to describe 
[6]’s glossary section [12]. 

These ontologies do not exist in isolation: points of connection link them together 
into a base that can then be further developed (see section 6 below). CULCO, OntoLex 
and CIDOC CRM all assert relationships to SKOS, making it key for bringing them 
together. While these connections are usually encoded as inheritance relationships, oth-
ers are more informally proposed in scope notes or wider documentation. Alignment 
between OntoLex and CIDOC CRM has also been previously proposed [13]. 

3 Problem Statement and Contributions 

3.1 Research Questions 

This project seeks to examine the high-level question of if and how computational ap-
proaches can support the goals of, and work involved in, critical cataloguing. In pursuit 
of knowledge towards this goal, this research aims to answer the following questions:  

RQ 1. How can domain knowledge about the identification and remediation of prob-
lematic terminology in museum catalogues be structured as a data schema that is ac-
tionable for use in a technical system? 
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This research question addresses the hypotheses that textual terminology guidance 
documents produced by museums can serve as knowledge sources for building an on-
tology and actionable knowledge graph of the informational needs of reparative critical 
cataloguing practitioners, that a linked open data solution that makes use of an ontology 
for the representation of terminology guidance documents will promote inter-institu-
tional collaboration and knowledge sharing in this area in a way that also allows for 
each location to retain their local specificity, and that combining the terms listed in 
terminology guidance documents with additional information from linked open data 
resources will enable us to understand what kinds of language museums consider to be 
potentially problematic. 

RQ 2. How can museum records containing potential indicators of the presence of bi-
ased language be identified using existing computational methods? 

This research question addresses the hypothesis that providing access to information 
about the historical and contemporary meanings of terms, along with information about 
the different reparative methods suggested by the museum field, will enable critical 
cataloguing practitioners to review records and take remediative actions with greater 
confidence and efficiency. 

RQ 3. Can computational approaches enable critical engagement with catalogue data, 
and if so, how can they be developed? What might a methodology for the development 
and application of computational methods informed by the theoretical foundations and 
concerns of critical cataloguing look like? 

This research question addresses the hypotheses that computational approaches can 
enable critical engagement with catalogue data when they are developed not to address 
only specific existing work practices but to meet the goals of critical cataloguing work 
as a movement in the museum field, and that the theoretical foundations and concerns 
of critical cataloguing can inform the methodology for developing computational tools 
and methods for working critically with catalogue data. 

3.2 Outputs and Contributions 

This project will produce three distinct yet connected technical outputs: an ontology for 
representing problematic terminology and suggested actions, a populated and linked 
knowledge graph that incorporates multiple terminology guidance documents and ad-
ditional linked open data vocabularies, and a computational environment that supports 
target knowledge graph usage by enabling the exploration of museum catalogue data 
through the components of the knowledge graph: the presence of identified terminology 
alongside the display of information about the term and suggested remediative actions. 

The contributions to knowledge that this project seeks to make include: 

─ Understanding what kinds of problematics museums are concerned with, evidenced 
by what kinds of information make up terminology guidance documents. 

─ Comparing between institutions what is being looked for, how it is being identified, 
and what is being recommended when instances are encountered. 
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─ Demonstrating how computational approaches can aid in identifying catalogue rec-
ords that have the potential to contain bias. 

─ Demonstrating how concepts from critical theory can inform methodology for data 
engineering projects situated in this domain. 

4 Research Methodology and Approach 

The initial modeling work for the design of an ontology for the representation of prob-
lematic terminology guidelines (described below in section 6) was undertaken using 
the Victoria and Albert Museum Terminology Guidance Document as the source doc-
ument for analysis. Knowledge was elicited from the structure and content of this doc-
ument, and was used to enumerate the requirements of the schema. These requirements 
were then compared to the affordances of existing ontologies, a gap was identified, and 
a modelling solution was proposed. The design approach taken for this intends to min-
imize the creation of new classes and instead focus on ways to further bring together 
existing LOD resources and the communities involved in their development, therefore 
bringing this project into conversation with the data communities most relevant to the 
work being undertaken on this project and contributing towards the reuse of existing 
resources in the linked open data domain. The design approach builds off of two ontol-
ogy engineering approaches: the approach to designing and adopting ontologies for use 
in domain of cultural data from a feminist methodological perspective discussed in [14], 
and the method of lean ontology development [15]. Feminist theory is one of the fields 
of critical theory that directly informs critical cataloguing [16], and therefore this meth-
odological approach is highly relevant for this project. The lean ontology development 
method discussed in [15] has also been trialed in the setting of a feminist linked open 
data project which validates the suitability of this approach for this project. These ap-
proaches will be used as the foundations for exploring an ontology engineering meth-
odology informed by the theoretical foundations and concerns of critical cataloguing. 

This model will be validated through review with museum staff, as well as through 
the integration of two additional terminology guideline documents relevant to the field: 
the glossary section of [4] and the contents of [7]. These are frequently cited resources: 
[4] is regularly looked to as a guiding document in this field, and [7] is crowd-sourced 
and expansive. Integrating these sources will validate the proposed schema as applica-
ble beyond the single context, and comparisons of terms and suggestions between dif-
ferent sources could be analyzed as a form of inter-researcher or inter-institutional 
agreement. Linking this knowledge graph to other LOD resources will involve looking 
for term matches in the Getty Art & Architecture Thesaurus (a commonly used con-
trolled vocabulary) and the Homosaurus vocabulary (a community-developed LOD vo-
cabulary that is already working in the space of critical cataloguing) to assert relation-
ships to terms published by those sources. This will work to expose how problematic 
terminology may be introduced into catalogue data through the use of externally-
sourced vocabularies and highlight community-developed vocbularies as alternatives.  

This project also seeks to incorporate the perspectives of museum professionals en-
gaged in critical cataloguing by means of an ongoing set of interviews which have been 
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taking place since December 2023. Findings from these interviews about the require-
ments, pain points, and goals of critical cataloguers inform project developments. 

5 Evaluation Plan 

Evaluation will be done in three ways: through review with V&A staff, through the 
integration of additional guidelines, and through the use of competency questions over 
the final knowledge graph.The initial validation involved reviewing the conceptual 
model with key stakeholders from the V&A staff. These are staff who are responsible 
for creating and maintaining the museum’s Terminology Guidance Document (TGD), 
and therefore are best positioned to evaluate whether the conceptual model matches 
their understanding of the document and domain. A second validation review was then 
carried out with the same staff to confirm that the suggestions had been accurately 
translated into the model. This was an important area for confirmation as the “sugges-
tion” section is the core purpose of the TGD, and accuracy is therefore critical for the 
validity of the knowledge graph. Integrating [4] and [7] will confirm the interoperability 
of the structure of the ontology. This validation test will determine whether the kinds 
of information found in the TGD are the same kinds of information as found in other 
terminology guidelines, or if there are additional kinds of knowledge and relationships 
that will need to be accommodate, thus requiring revision of the ontology. This valida-
tion is being performed after the reviews with V&A staff to ensure that the base model 
being compared is a stable foundation for this stage of the work. Validation through 
competency questions will be performed once the additional terminology guidelines 
have been integrated and links to the additional vocabularies sources have been made. 
These questions will be developed in collaboration with the V&A stakeholders in-
volved in the earlier validation work, and will be formulated to answer questions that 
they had when creating the original document and when engaging in catalogue review. 

Evaluation of the computational environment will return to review with V&A staff. 
This evaluation will be intended to consider whether the use of the information con-
tained in the knowledge graph is indeed useful for the practical or conceptual work 
involved in critical cataloguing: namely, if it enables cataloguers to review records and 
take remediative actions with greater confidence and efficiency, and if working with 
catalogue records through this lens supports a critical engagement with catalogue data. 
This evaluation step is closely related to the competency question validation step, but 
will move beyond it to include the experiences of stakeholders who would potentially 
use the outputs of this project in their own work.  

6 Results 

6.1 Conceptual Model of the V&A Terminology Guidance Document 

The V&A holds regular cross-departmental meetings to discuss terminology questions 
and concerns, with the goal of coming to recommendations about how to address gen-
eral and specific cases. Decisions are documented and inform the V&A Terminology 
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Guidance Document (TGD): a living document, developed in collaboration with the 
Interpretation Department and additional staff-led internal advisory groups, that is in-
tended to support staff in making decisions of how to proceed when they encounter 
problematic terminology in catalogue records. The TGD contains three main sections:  

1. Potentially problematic terms: in addition to a central term, the document lists com-
mon variants and forms that a cataloguer might encounter in object records. 

2. Term description: a number of different ways that the term has been used or under-
stood across different times and places, reminiscent of a diachronic dictionary. 

3. Suggestions: a list of suggestions that could be considered based on specifics of the 
term encounter, such as who or what is being described, the original intended use of 
the term in the record, and the field in the record where the term is found.  

The conceptual modelling stage of work separates each of these elements into sepa-
rate entities and defines the relationships between them. There is also information about 
the TGD itself: as a living document, both the guideline and individual entries are writ-
ten, edited, and informed by the expertise of various people over time. Therefore, the 
document itself as an information object is a necessary element of the model. 

6.2 Gap Analysis of Existing Ontologies 

The next stage of this work was to review existing linked open data ontologies in order 
to evaluate whether or not a new ontology is required to represent this information. 
CIDOC CRM, OntoLex, SKOS, and CULCO covered many of the periphery elements 
found in the TGD conceptual model, but lacked in core coverage as well as actions 
involved in the work of the domain. However, due to their existing formal and informal 
relationships, this set of ontologies provide a robust foundation to build from. 

CULCO represents the glossary of [4]: this resource lists terms along with descrip-
tions of their history, use, and possible sensitivities, as well as suggestions of actions 
for cataloguers to take when they encounter in the term in a museum record. The 
CULCO model is comprised of three classes and six properties. Individual terms are 
classed as ContentiousIssues, which have labels (skosXL:Label)—the way that they are 
written—and Suggestions. This Suggestion class is the closest existing class for a sug-
gestion as it is understood in the context of the TGD, but it is too lightweight to be used 
for an accurate translation of the conceptual model of the TGD as it does not expand 
on the concept of labels, to which it is directly connected, beyond using SKOS-XL 
directly. This is similar to how Homosaurus uses skos:altLabel for their “use for” con-
cept [11]. As such, it was found to be a strong foundation but not sufficient on its own.  

OntoLex, conversely, introduces a level of complexity in modelling lexical infor-
mation beyond what is required for the representation of the TGD: using OntoLex to 
model term forms and descriptions would require the use of classes such as Lexical-
Concept that, for the purposes of this context, would be purely intermediary and beyond 
the requirements. Similarly, CIDOC CRM introduces a level of complexity in model-
ling information about cultural heritage objects that exceeds the requirements of the 
TGD. Even with these added levels of complexity, the core elements elicited during the 
conceptual modelling stage are not sufficiently covered by existing ontologies. 
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6.3 Proposed Ontology  

The ontology proposed at this stage addresses this gap by declaring six new classes and 
ten new properties—labelled with the prefix “caapt” for “Computational Approaches 
for Addressing Problematic Terminology”—as subclasses and subproperties of ele-
ments from one or more of these four ontologies. The new classes represent core con-
cepts for the ontology: the types of authority documents being detailed in this space 
(caapt:Guide and subclasses caapt:TerminologyGuide and caapt:StyleGuide), the 
terms described in terminology guidance documents (caapt:TermRoot), the contexts of 
term uses (caapt:UseContext), and the suggestion instructions (caapt:Suggestion). 

The ten proposed properties can be grouped by their constraints and superproperties: 

─ Properties which describe the details of use contexts: caapt:used_where, 
caapt:used_when, caapt:used_why, caapt:about_who. These take caapt:UseCon-
text as domain, different classes as ranges, and are subproperties of ontolex:usage. 

─ Properties which describe relationships between different suggestions: 
caapt:use_along_with, caapt:preferred, caapt:if_not_possible_use. These take 
caapt:Suggestion as domain and range, and are subproperties of crm:P69_has_as-
sociation_with.  

─ Properties which describe relationships between terms and suggestions: caapt_sug-
gests_replacement, caapt_suggests_amendment. These take caapt:Suggestion as do-
main, caapt:TermRoot as range, and have no declared superproperty.  

─ A property which describes the relationship between a suggestion and the type of 
catalogue record field that the suggestion takes as part of its context: caapt_encoun-
tered. This takes caapt:Suggestion as its domain, skos:Collection as its range, and 
has no declared superproperty. Initial label values for instances of this class are “his-
torical context” and “contemporary context” as this is the language used in the TGD.  

6.4 Knowledge Graph Population  

The knowledge graph has been structured according to the proposed ontology and pop-
ulated with the contents of the V&A TGD using a combination of manual and auto-
mated methods. The TGD was transformed by hand from its original text document 
form into a set of CSVs, which were then used as the input for conversion scripts. 

6.5 Validation With Domain Experts 

Validation has been carried out with V&A staff to review the conceptual model and the 
populated contents of the “suggestions” section of the knowledge graph. The first re-
view was conducted using diagrams of the model and its components as the stakehold-
ers largely hold non-technical roles and therefore an illustrative diagram was a better 
artifact for communication than data files or code for this audience. In addition to the 
model itself, an example from the TGD was shown in this structure in order to illustrate 
how the ontology would be used to represent a real-life example familiar to the V&A 
staff. An OWL file of the ontology and TTL file of the example record were also made 
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available so that interested parties would be able to review these materials, but the re-
view discussions were driven by the diagrams. This review was successful, with only 
one change being required: in the TGD, entries often have a note saying “consult with” 
followed by the name of an organization external to the V&A. While that had initially 
been interpreted as meaning “if a question comes up regarding this term that we cannot 
resolve internally, this is an identified expert to consult with”, the review revealed that 
the meaning was in fact an internal note between the document authors and not intended 
as a permanent component of the TGD. As such, this relationship was removed from 
the modelling. As the second review was focused on contents as opposed to structure, 
a spreadsheet was used as the primary artifact for consideration. In order to create this 
spreadsheet, SPARQL was used to query the knowledge graph and return Suggestion 
labels and comments, along with relationships to other suggestions (preferred, 
if_not_possible_use, use_along_with), grouped by TermRoot. The results of this review 
were also successful: the primary change that resulted from this review meeting was 
the addition of the use_along_with property between a greater number of Suggestions.  

7 Conclusion 

The ontology and knowledge graph have been validated by V&A staff, and the original 
design appears to be fit for purpose. The next step in this work will be to validate it 
against additional terminology guidance resources before linking it to wider LOD re-
sources. The steps taken so far have built a solid foundation for the development of 
interoperable, machine-readable terminology guidelines for museums to learn from, 
use, or adapt to their local contexts. This project is well positioned to make a number 
of contributions to knowledge through the approach that is taken as well as outputs that 
are produced. The work that has been completed to date is already evidence of this: the 
gap analysis of existing LOD schemas and resulting model that makes use of existing 
structures where possible to enable conversations across currently loosely connected 
domains, along with the identification of currently unmet data representation needs, 
will become the first contribution to knowledge made by this project. The resulting 
knowledge graph has the potential to address a significant pain point for museum staff 
seeking to engage in critical cataloguing in both the V&A and the wider museum field.  
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